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How well can we constrain neutron star radius from a population of events? 

How well can we constrain the presence of WIMP dark matter in neutron star 
cores? 

Brief introduction to evolution of sensitivity of GW detectors over the next 
decade+
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HLA: LIGO Hanford, Livingston and India in A# (or Voyager) configuration 

CE40LA: CE40 together with LIGO Livingston and LIGO India in A# configuration 

CE4020ET: Two Cosmic Explorer detectors, one 40 km, another 20 km with ETCosmic Explorer 2. The Cosmic Explorer Concept
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Figure 3: Left: The spectral sensitivity of CE and the known fundamental sources that contribute to the
total noise. Right: Measured sensitivity of LIGO in its third observing run (O3) and estimated sensitivities
of LIGO A+, LIGO A♯, Einstein Telescope (ET) (assuming that the six independent interferometers that
form ET are all operating), and the 20 km and 40 km CE detectors. By reconfiguring several smaller
optics, the 20 km detector could be operated either in a broadband mode (solid) or a kilohertz-focused
mode (dotted). The 40 km facility limit is indicated with dashes.

alone [237]. The test masses will be isolated from seismic disturbances with both passive and active
systems scaled up from those in Advanced LIGO [238, 239], and equipped with improved sensors [15,
240]. A dedicated seismometer array will be used to measure the local seismic field, enabling the
subtraction of noise introduced via direct gravitational coupling of ground motion to the test mass
(“Newtonian” or “gravity gradient” noise) [241, 242]. Finally, longer and heavier multiple pendulum
suspensions will suppress environmental vibrations and the suspensions’ thermal noise.

2.2. Technology
The CE test masses will be significantly larger and heavier than in LIGO A+ (see Table 1) — reducing
coating thermal noise through larger laser spot size and displacement noises through greater iner-
tia — requiring a focused development effort for manufacturing, polishing, and coating the larger
optics. These larger optics will be suspended and seismically isolated to lower frequencies, requiring
larger suspensions and seismic isolation platforms with an increased payload capacity. To reduce
the quantum sensing noise, high circulating arm power (1.5 MW, a four-fold increase with respect to
the maximum power achieved in current detectors) and high squeezing levels (10 dB, see Table 1)
are required to meet CE sensitivity targets. Advancements in control strategies will be necessary to
stably and reliably operate at such high power and squeezing levels — in particular, thermal and
radiation pressure effects on the optics will have to be managed. Finally, with the longer arms comes
a greater infrastructure cost. While the vacuum design is informed by the LIGO experience [1, 243],
R&D is underway2 to reduce cost through value engineering.
LIGO A♯ as a CE Pathfinder — Most of these CE technologies can be at least partially demonstrated
within the limits imposed by the LIGO facilities. This idea grew into the envisioned LIGO A♯
2NSF Award PHY–2207475, Enabling Research for the Third Generation Gravitational Wave Detectors, PI: Lazzarini;

Co-PI: Weiss.
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Figure 1: The reach of the Cosmic Explorer 40 km observatory for compact binary mergers as a function of total
binary mass and redshift at various signal-to-noise ratio (SNR) thresholds. Cosmic Explorer will push the cosmic
horizon to the boundary of the population of binary neutron stars (gold), neutron star – black holes (NSBH) (red)
and binary black hole mergers (white) (§1.1). The order of magnitude improvement in sensitivity enables observation
of new populations, including mergers from Population III black holes (cyan), and speculative primordial black holes
(magenta) [2–5]. A sample of observed short gamma-ray burst (GRB) redshifts [6] is shown (yellow, with masses
drawn from the BNS population). SNR > 100 signals (below yellow curve) will enable precision astrophysics (§§ 1.2
and 1.4). GW170817, GW150914, and GW190521 (stars) are highlighted along with the population of observed
compact-object binaries (small triangles) [7, 8]. The facility limit (green, see §2) is shown with limiting noise sources;
upgrades beyond the initial concept may approach this limit. A comparison to A♯, A+, and O3 is shown at the bottom.
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Figure 1: The reach of the Cosmic Explorer 40 km observatory for compact binary mergers as a function of total
binary mass and redshift at various signal-to-noise ratio (SNR) thresholds. Cosmic Explorer will push the cosmic
horizon to the boundary of the population of binary neutron stars (gold), neutron star – black holes (NSBH) (red)
and binary black hole mergers (white) (§1.1). The order of magnitude improvement in sensitivity enables observation
of new populations, including mergers from Population III black holes (cyan), and speculative primordial black holes
(magenta) [2–5]. A sample of observed short gamma-ray burst (GRB) redshifts [6] is shown (yellow, with masses
drawn from the BNS population). SNR > 100 signals (below yellow curve) will enable precision astrophysics (§§ 1.2
and 1.4). GW170817, GW150914, and GW190521 (stars) are highlighted along with the population of observed
compact-object binaries (small triangles) [7, 8]. The facility limit (green, see §2) is shown with limiting noise sources;
upgrades beyond the initial concept may approach this limit. A comparison to A♯, A+, and O3 is shown at the bottom.
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A N N U A L  D E T E C T I O N S
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W E L L - L O C A L I Z E D  B N S  S O U R C E S
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H I G H  F I D E L I T Y  E V E N T S
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A S T R O P H Y S I C S  O F  U LT R A - R E L AT I V I S T I C  S O U R C E S
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D E N S E  M AT T E R  E Q U AT I O N  O F  S TAT E



C O N S T R A I N I N G  N E U T R O N  S TA R  M A S S - R A D I U S  
R E L AT I O N S H I P

17

Use Universal Relations to Resolve Individual Tidal 
Deformabilities

Huxford+ PRD  109 (2024) 10, 103035;         Kashyap+ PRD 106 (2022) 12, 123001;             Khadkikar+ in preparation



S T R AT E G Y  T O  E VA L U AT E  C A PA B I L I T I E S  O F  
X G  O B S E R VAT O R I E S

• Use Fisher matrix to evaluate the measurement capabilities of different networks  

• Bayesian inference is too expensive for the full population 

• Consider a an observation period of 10 years to capture statistical variation in the number of 
events observed with high SNRs 

• This will provide uncertainties in number of events, etc., over a one year period 

• Spot check Fisher calculations with Bayesian inference runs 

• Check the uncertainty in mass-radius measurements (and hence EoS) for about 100 events 
expected to be observed within z of 0.1 in one year 

• This was done to validate the large scale Fisher studies 

18
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beget a well-measured tidal deformability or radius.
Additionally, although gravitational-wave amplitudes for
high-mass systems tend to be larger compared to low-mass
ones, thevalue of their tidal deformability tends to be smaller.
These small values combined with short inspiral times result
in larger relative errors in the measurement of tidal deform-
ability and radii despite the boost in SNR from higher
amplitudes. This trend is especially clear in Figs. 12
and 13 where in Fig. 13 the highest radii errors for each
panel (inyellow) are always seen in the right, or thehighmass
and low tidal deformability, portion of the plot while in
Fig. 12 the worst measured events (again in yellow) are
spread throughout parameter space.
Similarly, in Figs. 10 and 11, it appears that a high

symmetric mass ratio, and high chirp masses may result in
poorly measured tidal deformability for the highest SNR
events, but not necessarily for those with the best measured
tidal deformability. In Fig. 11, large radii errors (in yellow)
are typically grouped in the upper right-hand corner of most
plots, with a small spread along the right-hand edge in the
ALF2 and APR4 EOS, and a small line along the upper-
edge in the VKIþ C network of ALF2. This is again due to
the previously discussed issue with taking the loudest SNR

events, but whether this is individually caused by either the
high symmetric mass ratio or the large chirp masses is not
immediately clear. As previously mentioned, a high chirp
mass comes with a small tidal deformability and therefore
large relative error. However, a high symmetric mass ratio
can also decrease the inspiral time, or time in a frequency
band, and therefore again the accuracy of the measurements
becomes low. Notably, in the set of best measured tidal
deformability shown in Fig. 10, the large errors are
distributed more evenly throughout the plot and have lower
maximums than their high SNR equivalent.

B. Model selection

Figures 6, and 7 show the primary results from our model
selection procedure. Here we plot the distribution of the χ2

statistic defined in Eq. (19) between the observed mass-
radius curve and the one predicted by the chosen EOS
model. The separation of the distribution for any two EOS
signifies the effectiveness of a detector in distinguishing
between the injected and test EOS models. In these figures,
each row corresponds to a particular detector network,
while each column corresponds to a specific injected EOS

FIG. 5. Same as Fig. 4 except the 100 out of 500 events with best measured tidal deformability are chosen. Again, there is a clear trend
of improving radius error as the detectors network improves left to right, top to bottom. Note that the trend of improved radius error with
decreased mass is not clear here as it was with the loudest in the SNR set. This is a natural result from the selection of only the best
measured combined tidal deformability systems as opposed to those with the best SNR as in Fig. 4.
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FIG. 6. Chi-square histograms for 100 events from those 500 with the smallest error in combined tidal deformability. The injected EOS
is listed along the top, and the colored histograms represent the result assuming a second EOS model, including the original injection.
Detector networks are organized by sensitivity row-wise with the most sensitive network at the bottom. In every EOS and network
scenario including at least one XG detector, the injected EOS is recovered correctly and easily distinguishable from the other nine via
this test. In our two least sensitive and nearest future detector networks, HLVKIþ and VKþ HLIvc, the opposite is clearly true and all
models are indistinguishable.
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uncertainties could be as small as 20 m with almost all of
the bins having uncertainties smaller than 100 m (i.e.,
∼1%). We emphasize again that in these calculations, we
use the Fisher information matrix to approximate the
uncertainties, which are a lower bound. We defer the work
of accurate analysis using Bayesian Monte Carlo methods
to future work.

D. Discussion
The result of our analysis for the best-SNR and best-

measured tidal deformability datasets is promising for
networks including XG observatories. Advanced LIGO
and Virgo and their upgrades in the near future are expected
to observe tens of events with moderate SNR (i.e.,
SNR > 40) and a handful of high-fidelity (SNR > 100)

FIG. 8. Cumulative radius error in each mass bin by square harmonic sum assuming constant radii in each mass bin. The upper panel
shows the 100 events randomly selected from the 500 events with the best measurement of Λ̃ while the bottom panel shows the same
result for 100 events randomly selected from 500 events with the best SNR. The band for each EOS shows the uncertainty due to random
sampling. The color encodes the results for each EOS and is the same as Fig. 1. We find generically that errors in radii are larger for
larger masses across detector networks and datasets due to smaller accuracy in the measurement of smaller tidal deformability.
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C H A L L E N G E S

What are the appropriate priors for luminosity distance and 
inclination angle? 

Are waveform systematics under control and mismatches 
less than 1 part in 10,000? 

Require instrument amplitude and phase calibration 
uncertainties to be ~ two orders of magnitude better than 
where we are now.

24



C O N S T R A I N  P R O P E R T I E S  O F  W I M P  D A R K  M AT T E R
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Black Holes Have Zero Tidal Deformability

Singh+ PRD 107 (2023) 8, 083037



D A R K  M AT T E R  I N D U C E D  I M P L O S I O N  O F  
N E U T R O N  S TA R S

26Diagram credit: Divya Singh



May 11, 2023 @ CE Science Call

Merger rate density for BBH is a function 
of the collapse time. Higher collapse 
time implies more BNS and vice verse.







Error bands are from the uncertainty in the 
observed local rate density, 

 (GWTC-3 Populations paper).

·n(z) = A∫
tmax
d

tmin
d

ψ(zf(z, td))𝒫(td) dtd

·n(z)BNS = A∫
tc

tmin
d

ψ(zf(z, td))𝒫(td) dtd

·n(z)BBH = A∫
tmax
d

tc
ψ(zf(z, td))𝒫(td) dtd

130 ≤ R0 ≤ 1700 Gpc−3 yr−1

Merger rate density

6

Relative abundances
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The total merger rate derived from integrating the 
merger rate densities over redshift is also a 
function of collapse time. Higher collapse time 
implies more number of BNS mergers and vice 
versa.

The merger rate within redshift z 
observed locally, at z=0.


·N = ∫
z

0

·n(z′ )
1 + z′ 

dVc

dz′ 

dz′ 

Total merger rate

7

Relative abundances
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Population of interest
Differentiating between BBH and BNS

BBH with component masses similar to NS masses ~ 1-2 M☉

The relative abundance of BNS to BBH depends on the collapse time of NS to BH.

How do we differentiate between these binary systems? 

• Electromagnetic counterparts


• Effective tidal deformability parameter,  

-  


-

Λ̃
Λ̃BBH = 0
Λ̃BNS > 0

8 29A
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Measuring Λ̃
Methods

• Fisher Matrix approach to estimate the errors on measured  using GWBench.


• BBH population with  upto a redshift of 10. 

Λ̃
m1, m2 ∈ [1M⊙, 2M⊙]

9 30A



May 11, 2023 @ CE Science Call

Detector Networks

• A+ : LIGO-Hanford, LIGO-Livingston, 
Virgo, KAGRA and LIGO-Aundh at A+ 
sensitivity


• Voyager: The Voyager network 
consists of LIGO-Hanford, LIGO-
Livingston and LIGO-Aundh at 
Voyager sensitivity, with Virgo and 
KAGRA at A+ sensitivities.


• XG: the XG network includes the 
Einstein Telescope, one Cosmic 
Explorer in the US, and another 
Cosmic Explorer in Australia

Measurement of Λ̃

10

2202.11048
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Measurement of Λ̃
Detectability and differentiability

11 32A
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Differentiability

At an assumed threshold of  = 100, 
fraction of events that can be confidently 
classified as BBH


• A+ : 0.05%


• Voyager : 0.5%


• XG : 30%


XG can measure  to an accuracy of ~200 for 
>90% sources.


Only XG measures  to better than  < 20.

σ90%
Λ̃

Λ̃

Λ̃ σ90%
Λ̃

Measurement of Λ̃

12 33A
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Observed Merger rate 
Including detestability and differentiability in total merger rate

13

 , 
·Nobs = ∫
z

0

·n(z′ )
1 + z′ 

dVc

dz′ 

ϵ(z′ )dz′ ϵ(z) = 1
N

N

∑
i=1

Π ( ρ
ρT

− 1 |z) Π (
σΛ̃T

σΛ̃
− 1 |z)

ρT = 10, Tobs = 5yrs
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Illustrative example

• Distribution of observed number 
of BBH merger computed for a 
fiducial collapse time, 

.


• As expected, the number of 
observable events is multiple 
orders of magnitude higher for 
XG, with smaller relative errors.

tc = 1Gyr

Inference of collapse time

14 35A
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Illustrative example

• Use interpolation to determine 
collapse time from observed 

.


• The larger fraction of systems 
that can be clearly identified as 
BBH helps in placing a tighter 
constraint on the collapse time.


• This inference is DM model 
agnostic.

NBBH

Inference of collapse time

15 36A
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Limits on dark matter properties
Constraints on mass,  and scattering cross-section, mχ σχ

16

• The larger fraction of systems that can be clearly identified as BBH helps in placing a tighter 
constraint on the collapse time —> tighter constraints on dark matter mass and scattering cross-
section.


• Tighter limits for regions with higher ambient dark matter density.

• Competitive with LZ limits over the entire range of .mχ

37A
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To summarize
• Combination of measurements from GW observations with particle properties 

of DM, especially in the WIMP mass range, through the observation (or lack 
thereof) of a novel population of BBHs in the BNS mass range.


• XG detectors would definitely be able to observe such a population if it exists 
due to higher sensitivities and the accuracy in the measurement of the 
effective tidal deformability parameter.


• Constrain or rule out models of DM that allow for such a formation scenario 
for BBH with GW observations.


• Exciting science case for XG GW detectors!

21 38A
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CHAL L ENGES
• Neutron stars are contaminated by dark matter particles but don’t 

necessarily collapse to black holes. 

• Could bias the inference of nuclear EOS. 

• Distribution of tidal deformability will be unusual and inexplicable 
and this could be a hint of the contamination. 

• How do we infer DM properties if neutron stars are just 
contaminated and their EOS is simply modified? 

• More theoretical and data analysis work is needed to resolve these 
issues.


