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Challenge: process large scale data from JLab 
and EIC and solve fundamental questions in 
hadronic physics (spin, mass, imaging etc)

Opportunities: leverage expertise from 
applied math, stats, deep-learning and HPC 
experts



● Domain: QCD global analysis/pheno (PDFs, 
TMDs, GPDs), experimentalists (Epic, FNAL), 
HEP experimentalists (ML), LQCD, 
Spectroscopy.  

● Off-domain: ML, numerical solvers, finite 
elements, hardware-software design for 
scientific problems



“from gauge links to cpu flops”

QCD theory
● Hadron structures: pdfs, tmds, 

gods, soft factors/wilson lines, 
higher twist effects, tensor 
polarizations (QCFs: quantum 
correlation functions)

● Interpretation of QCFs, doppler 
effect, shock waves…

● Factorization
● Boundaries between physics 

and modeling
● Numerical methods for solving 

evolution equations: matrix 
multiplication, conformal 
moments 

● QCD resummation
 
 QCD pheno
● Global analysis: upol pdfs/tmds, 

gluon helicity, pion structure .. 
● Modeling QCFs: simple 

parametrization, statistical 
model, ANN….

● New initiatives: event-level 
analysis

● Precision QCFs for BSM 
searches .. 

● Uncertainty quantification for 
QCFs, reliability ..

Data Science 
● ANN regression
● Auto-encoders, latent space, 

tsne/PCA..

Math
● ODE/ASCR tools: eg. differential 

solvers, 
● Error analysis in  numerical 

implementations

HPC
● Numerical solutions vs hardware
● Regular programing 
● Computer languages
● Abstraction of NP problem(s) 

and association to other fields to 
find solutions

Reproducibility
● Code standards
● (R)igor, (R) reproducibility, 

(R)igor
● How to avoid mistakes?
● Unitests
● Beyond unitests 

Afterthoughts  
● Make friends: collective is more 

powerful than individuals
● Making friends with other silos.
● Abstraction of NP problem(s) 

and association to other fields to 
find solutions

● Role of AI: LLMs, co-pilots

Experiments
● Epic detector and challenges
● ML based unfolding, results for 

H1
● Diffusion models for particle 

physics



Talk by Simonelly



Talk by Gamberg



Talk by Kumano



Talk by Bissolotti



Computational cost

Talk by Barry

Very precise data as in LHC 
requires precise numerical 
calculations



Talk by Nadolsky



Talk by Guo



Toy example

Motivations (see talk by Pitonyak) Talk by AdamiakDiscrete representation of PDFs



Talk by Hobbs



Generative models

Talk by Prokudin



GK model

simulation

inference

Talk by Zaccheddu

GPDs as pixelated images

● Inverse problem: difficult to 
reconstruct GPDs from 
DVCS -> shadow GPDs

● Additional data is needed: 
LQCD “prios”, other 
observables 

DVCS observable



Talk by Freese

“Kernel based method”



EIC Experimental 
considerations 

Talk by Joosten



Talk by Constantinescu



Talk by Chuang



Talk by Feng



Talk by Shah



Talk by Ringer



Talk by Mikuni



Talk by Torales Acosta



Transformer blocks are the fundamental
blocks, self-attention is essential functionality

 “Attention is all you need”
https://arxiv.org/abs/1706.03762 

Talk by Ramachandra

https://arxiv.org/abs/1706.03762
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Summary & Outlook 
● There is a lot that one can learn by gathering domain 

people and off domain (math, stats, data science,...)

● There are important lessons to learn on reproducibility in 
scientific computing from off domain people

● Hardware and software awareness is critical

●  AI is opening new opportunities…need to effectively 
embrace new paradigms for science

Next steps
● Summary document of the program will be presented 

“snapshot”

● We plan to follow up with shorter workshop bringing 
domain+off domain to updated the document


