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THEORY

(QCD)

DATA

PHENOMENOLOGY

or

IMPLEMENTATION 

SCHEMES

Crucial step to make 
sensible predictions



INTRODUCTION and 
MOTIVATIONS

or

How far we can go with the Parton 
Model picture
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PARTON MODEL
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Motivated by high energy lepton-nucleon scattering

Bjorken scaling

Nucleons are composed by 
elementary consituents

Probability of 
hitting parton j

Probability of 
finding parton j 
inside the nucleon

From Particle Data Group 2022
Structure Functions



PARTON MODEL
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Probability of 
hitting parton j

Probability of 
finding parton j 
inside the nucleon
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Taking out 
the parton in

Putting back 
the parton in

Displacement 
along the minus 
direction

Propagation 
of 
the parton  al
ong the 
displacement



Gauge-invariant propagation of a quark 
inside a nucleon of momentum P and spin S

Gauge-link (Wilson line)The nucleon moves fast 
along the plus direction
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Gauge-invariant propagation of a quark 
inside a nucleon of momentum P and spin S

"Probability" of finding an unpolarized quark 
with momentum fraction x and transverse 
momentum kT inside a nucleon of spin S
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Gauge-invariant propagation of a quark 
inside a nucleon of momentum P and spin S

"Probability" of finding a longitudinally polarized 
quark with momentum fraction x and transverse 
momentum kT inside a nucleon of spin S
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Gauge-invariant propagation of a quark 
inside a nucleon of momentum P and spin S

"Probability" of finding a transversely polarized 
quark with momentum fraction x and transverse 
momentum kT inside a nucleon of spin S
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Why "probabilities" and not probabilities?

POSITIVITY CONSTRAINT

Positivity of PDFs is related to the UV renormalization scheme used to define them

Different treatment of large 
transverse momentum 
corresponds to different UV 
renormalization schemes
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Generalization: 3D structure of 
nucleon considering the whole 

intrinsic motion of partons

naive

12



Gauge-invariant propagation of a quark 
inside a nucleon of momentum P and spin S

The nucleon moves fast 
along the plus direction

Gauge-link (Wilson line)
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"Probability" of finding an unpolarized quark with momentum 
fraction x and transverse momentum kT inside a nucleon of spin S
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TMD PARTON DENSITIES

14



"Probability" of finding a longitudinally polarized quark with momentum 
fraction x and transverse momentum kT inside a nucleon of spin S
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TMD PARTON DENSITIES
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"Probability" of finding a transversely polarized quark with momentum 
fraction x and transverse momentum kT inside a nucleon of spin S

TMD PARTON DENSITIES
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Nice, but it doesn't work:
Unregulated divergence when

Rapidity Divergences Soft-collinear contributions

Large and negative 
rapidity

Large rapidity but very 
low energy



The elephant in the room in TMD physics (and not only)

Entangling Soft 
Radiation

Subtractions

Rapidity 
Divergences
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Two opposite light-
cone directions 

entangled by soft 
radiation

Many examples:

o Two back-to-back hadrons 
produced in       annihilation

o Semi-Inclusive DIS at low

o Drell-Yan with lepton pair almost 
back-to-back

o DIS at threshold

o Thrust distribution in the 2-jet 
limit

o Single hadron production from 
e+e- annihilation, reconstructing 
the thrust in the 2-jet limit

sSpooky action 
at a distance
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SOFT ENTANGLEMENT



The world as seen by a soft particle:

Large and 
positive 
rapidity

Large and 
negative 
rapidity
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A suitable combination of

with

leads to a well-defined operator definition for the TMDs
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Collinear radiation

Soft and Soft-
collinear radiation

Which combination?

FACTORIZATION (in QCD) gives the answer



Consider SIDIS                 in the low-qT region: From A.Bacchetta, U.D'Alesio, M.Diehl, C. 
Miller Phys.Rev.D 70 (2004) 117504

The factorization procedure is highly non-trivial!
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Soft-collinear radiation feels the world as the soft radiation (same operator definition) 
except for a different perception of collinear rapidities:
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The factorized cross section is then:

Fully perturbative, process 
dependent hard part

Soft-collinear subtractions and 
regularization of rapidity divergences

Soft troubles have been 
absorbed into the TMD definition

Smart rearrangement of soft factors



TMD DEFINITION

And analogous for final state part (plus – minus reversed role).

It cannot be obtained just speculating on the quark propagator inside a nucleon or 
through some parton model generalization.

The factorization theorem in full QCD is crucial to get here.
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BRIDGING THEORY AND 
EXPERIMENTAL DATA

Implementing the QCD 
Operator Definition
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What can we say about this complicate QCD operator?

• Adimensional (in bT-space)

• Non-Perturbative at large distances

• OPE at small distances

Wilson coefficients, 
fully perturbative*

Collinear PDFs



32

Most importantly, we know the Evolution Equations:

With:

Collins-Soper kernel, 
from Soft Entanglement

GOAL:
Implement the QCD operator definition such that:

1. OPE is satisfied at low bT

2. Transition to NP regime is smooth (natural)

3. pQCD  is exploited as much as possible

4. The pheno (model) bias is minimized
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The reference scales are totally arbitrary.
Nevertheless, their choice is crucial for the "implementation scheme".

General solution of Evolution Equations

Fully perturbative
Reliable perturbative 
expansion only at low bT
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NATURAL implementation scheme (PART 1)

Problematic at 
large distances
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STANDARD implementation scheme 

Logs do not cancel.
Problematic at large 
distances
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STANDARD implementation scheme 

A way out (?): sum&subtract / multiply&divide
Purely perturbative (and safe)
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STANDARD implementation scheme 

A way out (?): sum&subtract / multiply&divide

Nice. But does it really work?

Purely non-perturbative (FIT)
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STANDARD implementation scheme 
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STANDARD implementation scheme 

Nowadays, there is no agreement on NP content of TMDs
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STANDARD implementation scheme 

The b* prescription is doing two different jobs:

1. Evolution (RG)

2. Separation of Perturbative from Non-Perturbative regime

Mild impact on pheno

Strong impact on 
pheno
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STANDARD implementation scheme 
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STANDARD implementation scheme 

GOAL:
Implement the QCD operator definition such that:

1. OPE is satisfied at low bT

2. Transition to NP regime is smooth (natural)

3. pQCD  is exploited as much as possible*

4. The pheno (model) bias is minimized

Not if bmin is used

Extractions at N3LL, N4LL...
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HSO (Hadron Structure Oriented) implementation scheme
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HSO (Hadron Structure Oriented) implementation scheme

Most of the information about hadron structure is at low energies

Extract TMDs        a            , then evolve and postdict high energy data

CERN website
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HSO (Hadron Structure Oriented) implementation scheme

Why the large logs are 
not a problem now?

*We used a different 
parametrization for the 
reference scale
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HSO (Hadron Structure Oriented) implementation scheme

Because we parametrize (and fit) the large distance behavior:

Fit parameters Enforces the perturbative expansion 
(and the integral constraint)

An analogous treatment is adopted for the TMD at input scale
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HSO (Hadron Structure Oriented) implementation scheme

Low energies

High energy
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HSO (Hadron Structure Oriented) implementation scheme

GOAL:
Implement the QCD operator definition such that:

1. OPE is satisfied at low bT

2. Transition to NP regime is smooth (natural)

3. pQCD  is exploited as much as possible*

4. The pheno (model) bias is minimized

Our extraction at NLO
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Two jobs are now disentangled:

• Evolution

• Separation
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o Transition (intermediate) region, i.e. where the logs gets large
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Where can we improve the scheme:

Catani, Frixione, Trentadue 
etc... late 80s-90s

Resumming towers of logs:
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o Transition (intermediate) region, i.e. where the logs gets large
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Where can we improve the scheme:

Catani, Frixione, Trentadue 
etc... late 80s-90s

Resumming towers of logs:
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o Transition (intermediate) region, i.e. where the logs gets large
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Where can we improve the scheme:

Catani, Frixione, Trentadue 
etc... late 80s-90s

Resumming towers of logs:

Next-next-
Leading Log 
(N2LL)
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o Transition (intermediate) region, i.e. where the logs gets large
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Where can we improve the scheme:

Catani, Frixione, Trentadue 
etc... late 80s-90s

Resumming towers of logs:

Next-next-
Leading Log 
(N2LL)

Can't be the final answer:
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o Transition (intermediate) region, i.e. where the logs gets large

Where can we improve the scheme:
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o Collinear PDFs are (usually)  just inputs

Where can we improve the scheme:

From LHAPDF for instance, ultimately from 
global analyses of collinear (integrated) data

The efforts of TMD 
community are 
concentrated here

The problem 
of the tails
Gonzalez, Rogers, Sato, Wang,
Phys.Rev.D 98 (2018) 11, 114005

"We are basically trying 
to describe the integrand 
from the integral"

T. Rogers
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o We struggle to implement TMDs in bT-space, but data are in kT space

Where can we improve the scheme:

• Inverse Fourier Transform are an expensive and crucial part of 
TMD pheno analyses

• Inverse Fourier Transform necessarily requires to introduce a 
pheno bias (e.g. prescription to avoid the Landau pole)

Why don't we try to replicate what people 
do for event-shape observables?
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o We struggle to implement TMDs in bT-space, but data are in kT space

Where can we improve the scheme:

The problem is that it is very difficult to obtain analytic expressions 
in kT space and also being consistent with Evolution (log-counting)

Non-analytic expression!
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o We struggle to implement TMDs in bT-space, but data are in kT space

Where can we improve the scheme:

More recently

Solution of Evolution 
directly in kT-space

Infinite convolutions due to rapidity evolution
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o We struggle to implement TMDs in bT-space, but data are in kT space

Where can we improve the scheme:

Also:
• Coherent branching algorithm

• Semi-analytic resummation
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NATURAL implementation scheme (PART 2)

Problematic at 
large distances

Let's trade this problem for the 
analogous issue in kT-space

Log-counting in transverse 
momentum space Taylor expansion 

variable
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NATURAL implementation scheme (PART 2)

Can't be the final answer:

✓ Full analytic

✓ Full perturbative
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NATURAL implementation scheme (PART 2)

✓ Full analytic

✓ Full perturbative

✓ Natural extension to NP

Power-law seems the functional 
form suggested by pQCD
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NATURAL implementation scheme (PART 2)

• Clean test of how far we can get with the sole perturbative QCD 
(no pheno biases at all)

• Clean(er) test of QCD factorization

• Exploration of collinear PDFs in the Deep InfraRed

TM
D

 p
he

no
m

en
ol

og
y collinear 

phenomenology

DGLAP 
evolution

BONUS: Natural flavor dependence inside 
the TMD Non-Perturbative content



CONCLUSIONS
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THEORY DATA

IMPLEMENTATION 

SCHEMES

STANDARD
HSO

NATURAL

TM
D

 p
he

nO DGLAP 
evolution

GOAL:

1. OPE is satisfied at low bT

2. Transition to NP regime is smooth (natural)

3. pQCD  is exploited as much as possible

4. The pheno (model) bias is minimized

collinear 
phenomenology
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